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Claiming CME Credit

The INOVA CME management system changed effective June
2023. What does this mean for you?

1. All providers must create an account on the new platform, visit: cme.inova.org.

2.  Once you have an account, credit for this session can be claimed in one of two
ways:
1. Text today’s session code VUTCAG to 703-260-9391.
2. Visit cme.inova.org/code to enter today’s session code (“VUTCAG”) on the website.

CME credit must be claimed within 30 days of the presentation date.
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dotphrase.ai — cofounder, unvalued
Nonprofit SDSC. - founder, nonprofit
& tech stack at the end ...

REAL DISCLOSURES:

| am not an Al enthusiast nor an Al expert

Al is underhyped

Replacement and doomer narratives are overhyped
Impact of Al will be both jarring and imperceptible




l —aaip TODAY

Artificial Intelligence Add Tepic +

i Will Al replace your doctor? As a
: y physician, I'm worried new tech will
hurt patient care.
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Digital
Neurosurgery
2023

Artificial Intelligence x Neurosurgery in Palo Alto, CA
Computer Vision Seminar on October 12, 2023
Main Meeting on October 13-15, 2023
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DigitalNSGY.com







Aims of this Talk

1. Explain why Al/ML hype has intensified

W 2. Define commonly used terminology

~ 3. Provide a framework to consider "Al products”

| 4. Demonstrative examples




Core messages of Al in healthcare

Digital transformation is inevitable
Capabilities increase rapidly
Al is not magical, particularly in medicine

A “competent user” makes all the difference




Counterarguments That We All Know
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o cartified EMR. This marks substantial 10-year progress since 2011 when 28% of hospitals and 34% of physicians had adopted
[T an EHR.




V1.0 of digitization of medicine: EHR / eRx

Trends in Hodpitsl & Plysician EHE Adepticn
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&5 af 2000, mearly 4 in 5 office-based physicians (TB%) and neaely all non-Tederal acute cane hespitals (96%:) adopted a
certified EMR. This marks substandial t0-year progress since 2011 when 28% of hospitals and 24% of physicians had adopted
an EHR



We lived through v2.0

Telehealth claims volumes, compared to |
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Substantial variation axists in share of teleheaith claims across specialities.
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Little has changed ... but much is changing




The third wave of

digital disruption in medicine
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In 2022, the Al focus area with the most investment was medical
and healthcare ($6.1 billion); followed by data management,

Of innovators that are using differentiating technologies, those leveraging Al, ML,
and deep learning received the most funding in recent years
anture funding, by differentating technology, 201119

U.S. Federal Budget for Al R&D (Non-defense)

USS billlion
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NVIDIA INCEPTION — 1,300 DEEP LEARNING STARTUPS

The “deep learning revolution” in Al/ML: systems
that model relationships in massive quantities of
unlabelled, unstructured data



Trends in Hospital & Physician EHR Adopticn

arly all non-federal acute
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What’s Different about this third “digitization” hype Cycle?

Telehealth claims volumes, compared to

80
70
60
50
40
30
20
10

0

Jan Feb Mar Apr Ma

Broad consumer trends (we saw this before...)
Technological disruption of daily work (ditto)
“Novel” technology ... with far reaching implications ... and unknown limitations



Commonly Used Terminology

Artificial Intelligence - phenomenon and family

Weak/Narrow Al (ML) vs. Strong/General Al (“Al”) ARTIFICIAL INTELLIGENCE

A program that can sense, reason

Generative Al set, and adapt

Machine Learning - without explicit instruction

Non-Neural Network: Good old regression MACHINE LEARNING
A'.gomr ms whose Q(‘"Of mance improve
Neural Network as they are exposed to more data over time
Deep Learning - multiple layers
Supervised Learning LEARNING
. . . Subset of machine learning in
Semi- / Unsupervised Learning which multilayered neural

networks learn from

vast amounts of data

Reinforcement Learning




s Al new? No ...

We propose that a 2 month, 10 man study of artificial intelligence be
carried out during the summer of 1956 at Dartmouth College in Hanover, New
Hampshire. The study is to proceed on the basis of the conjecture that every
aspect of learning or any other feature of intelligence can in principle be so pre-
cisely described that a machine can be made to simulate it. An attempt will be
made to find how to make machines use language, form abstractions and concepts,
solve kinds of problems now reserved for humans, and improve themselves. We

think that a significant advance can be made in one or more of these problems if

a carefully selected group of scientists work on it together for a summer.
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# of People (in billions)

GROWTH OF SMARTPHONE USERS
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Global Data Creation is About to Explode

Actual and forecast amount of data created worldwide 2010-2035 (in zettabytes)

2,142

1 zettabyte is equal to
B 1 billion terabytes.

| S 612
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Trend 3: The Multicore “Hail Mary Pass”™
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Intro to ECE — Christopher Batten
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And one ingredient that puts all of these innovations together...

Something fundamental to computation-based research really has changed in the last ten
years. In certain fields, progress is simply dramatically more rapid than previously. Researchers
in affected fields are living through a period of profound transformation, as the fields undergo a
transition to frictionless reproducibility (FR). This transition markedly changes the rate of spread
of ideas and practices, affects mindsets, and erases memories of much that came before.

The emergence of frictionless reproducibility follows from the maturation of 3 data science
principles that came together after decades of work by many technologists and numerous re-
search communities. The mature principles involve data sharing, code sharing, and competitive
challenges, however implemented in the particularly strong form of frictionless open services.
Empirical Machine Learning (EML) is today’s leading adherent field, and its consequent rapid
changes are responsible for the Al progress we see. S5till, other fields can and do benefit when
they adhere to the same principles.

Data Scienee at the Singularity
e
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“Generative” models : the power of seq2seq
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What if you could...

Y o U —
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Image De-raining Conditional Generative Adversarial Network (ID-CGAN)

was introduced in

MR-based Synthetic CT results for pelvis and brain

Synthetic CT Synthetic CT
Bone W/l Soft Tissuwe WAL

CIERAEMNS
image examples brain Healt b



How far can we get with seqg2seq

Img2img

Txt21xt

moand A doo with black spots on
g

Img2vid

Aud2vid white fur.

Txt2vid







ChatGPT: Friend or Foe?

Chat interface

GPT: Generative Pretrained Transformer

With a few tricks up its sleeve...



“Pretrained Transformer”

Fine-Tunin
Pre-Training " (SFT or RLHS:-‘) ’
' 4

o

On what dataset was it pertained?
Why is the composition of the training set so critical?



4 GPT-35 B GPT-4

Our most capable model, great for
tasks that require creativity and
advanced reasoning.

B
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Frgure 2 Performance Distribution « Inside the Frontier

Figure 5 Bottom-Half Skills and Top-Half Skills - Inside the Frontier
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Figure ¥: Performance - Qutside the Frontier

Control Condition Gendl Use + GenAl use
Overview Session

Notes: This figure displays average performance for the task outside the frontier, Tt reports the percentage
of subjects in each experimental group providing a correct response in the experimental task




af High Quality Answer Trakts

Med-PalM 2
Better refechs Conensus | — -
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Figure 1 | Med-PaLM 2 performance on MultiMedQA Left: Med-PaLM 2 achieved an acecuracy of 86.5% on USMLE-style
questions in the Med(QA dataset. Right: In a pairwise ranking study on 1066 consumer medical questions, Med-PaLM 2 answers
were preferred over physician answers by a panel of physicians across eight of nine axes in our evaluation framework.



Answer supparted by consensus

Possible harm extent = No harm

Low fikelinood of am

Shows evidence of question comprehension

Shows evidence of Enowledge recall

Shows evidence of neasoning
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ChatGPT use shows that the grant-
application system s broken

The fact that artificlal intelligence can do much of the work makes a mockery of the
process. It's time to make it casler for scientists to ask for research funding.

I've always hated writing grants.

e )]

| also asked ChatGPT to write a paragraph explaining how our proposed research fitted the
funder’s call. Again, the chatbot did a great job. | read through everything, changing a few
parts where the use of ChatGPT was too obvious, It cut the workload from three days to three
' hours.

| We submitted the grant on time. The next day, while speaking to a friend, | told him, “This
week, | wrote my first ChatGPT grant.” He replied that he had been doing it for months and

| that many other scientists are doing the same. A 2023 Nature survey of 1,600 researchers
found that more than 25% use Al to help them write manuscripts and that more than 15% use
the technology to help them write grant proposals.



...And for practicing pediatricians?




Where Generative Al Meets Healthcare: Updating The Healthcare Al Landscape | ;o= nwe |
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Example: Stroke continuum of care

HIPAA-Comphant Messaging

Rate limiting step in care:

Time to Radiology Read

Automated interpretation of time

sensitive medical images (LVO, .

PE, AAA) .
.

Automated notification across e .

care team (stroke team
activation)




Example: Spine surgery from planning to performance
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Example: “Digital Pathology”
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Example: Generative Al for Medical Text

Generative: Next Token Prediction
Pre-trained: Prior training data
Transformer Architecture (decoder)

Actual models are variable or secret

Performance is task specific

& LUfeArchitectal/models



Example: in the clinic




> J Neurconcol. 2018 Jan;136(1):87-94. doi: 10.1007/s11060-017-2625-3. Epub 2017 Oct 7.

Predictors of 30- and 90-day readmission following
craniotomy for malignant brain tumors: analysis of

nationwide data

Daniel A Donche ', Timothy Wen ', Robin M Babadjouni 2, William Schwartzman 7,
lan A Buchanan !, Steven ¥ Cen ¥, Gabriel Zada ', William J Mack ', Frank J Attenello !

RESEARCH, PATIENT CARE, PRESS RELEASES | JUNE /7 2023

New ‘Al Doctor’ Predicts Hospital
Readmission & Other Health Outcomes

NYUTron Designed to Smocth Hospital Operations for Better Patient Care



Anticle
Health system-scale language modelsare
all-purpose prediction engines
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Example: GPT & chatbots in medicine

Training data + next token prediction =
“If it’s in the training dataset n times”

Much of medicine can be joyfully reduced to
next token prediction

Expert judgement about rare events should not
be reduced

Model performance is more contingent than
we can test

Because we are critically deficient in testing
human knowledge

Al IN MEDICINE

Benefits, Limits, and Risks of GPT-4
as an Al Chatbot for Medicine

“prompe engineering.” which is both an art and
re Al systems are likely

to the peecise lan

risk patients,” and the o

5. Al the moss basic level, if

pics of the *Al &
that debuts in

Several such uses of Al

in Medicine™ review article tion or regoest that has a firm

e Jourmal, Here we describe an-  answer, perhaps from a docamented sou

other type of Al the medical Al chatbot the [nternet or through a simple Jogical or

emarical calculation, the responses produ
= = =7 GPT4 are almost adways correct. However, some
Al CHATEBOT TECHNOLOGY

of the most interesting interactions with GPT-4
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Back to the operating room
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Example: Computer Vision / Medical Imaging

UMICH.FGS_STRUCT
NUS_NIN_C2000 [ ']
BabyLearning [/]
NUS_NIN

ILSVRC top-5 error on ImageNet

Table 3: PascaL VOC 2012 Leaderboard. YOLO compared with the full comp4 (outside data allowed) public leaderboard as of
November 6th, 2015. Mean average precision and per-class average precision are shown for a variety of detection methods. YOLO is the
only real-time detector. Fast R-CNN + YOLO is the forth highest scoring method, with a 2.3% boost over Fast R-CNN.

2011 2014 Human  ArXiv 2015

A decade of competition Suprahuman performance was achieved in 2015



Summary: Computer Credit:
Vision Tasks seen so far M. Masson-Forsythe

Classification + Localization

Classification

Object Detection Instance Segmentation Semantic Segmentation



Al will eat medical image interpretation




1. Is there a detectable, clinically meaningful visual signal in video?
2. Can we capture and process visual surgical data?

3. Can simplistic quantitative measures of surgical actions match baseline
measures of experience in outcome prediction?

4. Can rudimentary ML systems match clinician judgement in outcome
prediction?

5. Can more advanced ML systems “watch” surgery to provide qualitative and
quantitative assessments of performance?



Can We
Measure
Intraoperative

Performance?

Surgical Skill and Complication Rates
after Bariatric Surgery

« 20 surgeons

* 1 video/surgeon

* 25-40 min

» Edited to show three key steps

e | ek ASpused Rates of Comphuatont sler Lagarsscops Gasrw
Prieis Acurdag o Poee Botong of Sesgas thd

Voo Lowel of gl 100
Qu
- 4 R ’ -
~
Srge ¥ (rege -
. ’ ‘- 4 LX)
LS Dt [ ) [ [ 4
“w o
_— - i ) " ol
[EPS - -
VAN Ponmdos ' n . 5 L
=¥ at 06 1 ) 1
s 1" 0

ol hfpcied Lo boaleey Fale [

o
Bl ' H""\-c
o | I
T ol Lk B Baiey
fipers 5 [ 5 Fasr Doy ol Tabongu! Gl
e Bak b grmd Corep L Twrrer Bypan

i b Drvaiad o P e Pl el oo T g Lt s

2504 Swgical Ll
B Botten [ Wadle [ Tep
Quartie Quatien Quantie
2004
Z 1504  reomn P <000 P 004
(3
§
® 1004
¥ wo

Figure 1 Rates of Reoperation, Readmission, and Visas
10 the Emergency Department after Laparescopic Gas-
tric Bypass, According %o Quartie of Serpical Shill



T —
e OpPEN

b — e
Liicy of the Semalated Ouboomes Foliowing Carotd) Antesny Laceration Video Data
St Toor Machine Leaming Applcitions

e Wl A i i W i-Comelbn I e . O e o i I i e I Wi il 1
e, W s P s i il i IO, 'V B . i S P i oy, Lo Rl P
i B, 0 B e, B O e & s

Simulated Culcomes following Carolid Arleny Lacaraton AGE lif TRE

Vo -
l R R—— .

Label Assets e
¥ TensorFlow

¥ Microsoft

2 CNTK
k<)

S

=

O
L]
- ._:, '® A O

¥ TensorFlo

@ o : -C;PyTorch

S caffe2




0.0000 1

0.0002 1

NS

CABDRATORY MVESTEANON

0.0004 4 s
A ":. 25,
° “;
) .
0.0006 1 et ,,. .ﬁ-c.»..}:s %,
":! > ol,'r""oﬂ“ N ,€ ..Q? s class
0.0008 - ""-‘\-. - "' ® suction
E °5 '3 of w grasper
««f‘ 0- - i‘h e cottonoid
0 0010 d o muscie
0.00005 0 00010 0 00015 0,00020 0.00025
x
suction grasper
0 0
500 500
1000 000
0 500 1000. 1500 0 500 1000 1500
cottonoid muscle
0 0
500 00
1000 000 -
0 SO0 1000 1500 0 SO0 1000 1500

Ny O A0

Use of surgical video-based automated performance
metrics to predict blood loss and success of simulated
vascular injury control in neurosurgery: a pilot study

Obira) J. Pangal, 85" Guitaume Kugener, Ming.' Tyfer Cardinal, 55" Elkzabeth Lechtholz-Zoy, 03,
Casey Colet, BS' Sasha Lasky, BS' Shivanl Sundaram, BA' Yichao Zha, NS." Arman Roshansal
Justin Chan, BS' Aditya Siaha, BS.' Andrew J. Mung, MD.* Animashres Arandioumar, PhD
Gabriel Zada, MD. M5." and Daniel A. Donobo, MD"
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scientific reports

“PEN Expert surgeons and deep learning

.Ea

models can predict the outcome
of surgical hemorrhage from 1 min
of video
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We should transform surgery from an art to a science < spsc

Al systems decode intraoperative surgical activity
Al from video

INTRAOPERATIVE SURGICAL ACTIVITY *

Tumor Resection Suturing

I I I I _ e _

I 7722277777777 77

Needle Needle Needle
Resect Coag L Cut Move Dissect Retract handling driving withdrawal
Surgical gestures (how of surgery) Subphases

(what of surgery)

Skill level
(how of surgery)

Low
A High

© 2023 Surgical Data Science Collective 64
Kiyasseh ... Donoho et al. Nature BME 2023



Ethical and Legal Considerations

Al Winters

Data

Patient Use

Responsibility of Al Models
Authorship
Medico-legal

Requirement to Disclose?

Societal attitudes can change rapidly




Where we have gone...

1. Explain why AI/ML hype has intensified:

A confluence of data creation, computational evolution, algorithmic innovation and new

== user experiences leading to rapid societal shifts in perception of a longstanding, slow
| progression of technology.

And why this is coming for healthcare...

® 2. Define commonly used terminology

" Al, ML, DL, GPT, etc. (and why terminology is useful)

3. Provide a framework to consider "Al products”

Understanding the training/test performance, training/inference costs

4. Demonstrative examples

| System integration, notewriting/documentation, computer vision




Additional
Disclosures

Midjourney v5+
Grammarly
GPT 4 5.12 & plugins

GH Copilot




Thank You!

@ddonoho

controlaltoperate.com
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