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This white paper is less about the “what” than the
“why,” which has been and will be covered in other
articles and white papers.' The core problem is

this - cybersecurity (“cyber”), data/privacy, artificial
intelligence (AI) and other technology issues are now
material issues for many companies, and there are a
number of implications of that, but the main issue is
the application of non-privacy and security-based laws
to privacy and security professionals. This changes how
privacy and security professionals do their jobs, as well

as their own personal liability.

For public companies, the Securities and Exchange Commission (SEC) has
now enacted a new rule that requires disclosure of a company’s cyber risks,
cyber events, and board-level cyber governance, and that will require cyber
and privacy professionals to create new processes and information systems
to enable them to escalate certain issues, including to the board. The rule
does not focus on Al but notes that “developments in artificial intelligence
may exacerbate cybersecurity threats.” The consequences of failing to meet
these standards can result in legal consequences for the company, the board
members, as well as certain officers.

Many large companies are incorporated in Delaware. Due to the application
of the internal affairs doctrine, Delaware law defines the duties that the
board and certain officers owe the company - something that privacy and
security professionals are not used to doing. Delaware law has existing
requirements for the board and certain officers - the duty of care and the
duty of oversight, and also a structure for “governance.” Focusing on the
duty of oversight, Delaware law requires the board to (a) have appropriate
information systems to allow the escalation of red flags; and (b) not
consciously disregard red flags the board is aware of. Officers must “identify
red flags, report upward, and address them if they fall within the officer’s
area of responsibility...”

1. This white paper is based upon Defining Governance in a Hybrid World, originally published on
September 30, 2022, and Understanding Delaware Fiduciary Duties - Putting Governance and Risk
in Context and Reducing Personal Liability, published in August 2023, both of which can be found at

https://laresinstitute.com/publications.
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Most privacy and security professionals have a compliance
focus, which of course is important. However, both the SEC Rule
and Delaware requirements go beyond substantive controls/
compliance issues - they also include (directly or indirectly)
requirements to have appropriate internal systems in place to
identify, categorize, and escalate risks in certain circumstances.
In short, there are important process requirements, in addition
to the substantive “compliance” requirements that privacy

and security professionals are used to addressing. This means
there may be changes to budgets, the topics compliance
professionals are trained on, upskilling and training of existing
resources, as well as reallocation of existing resources to meet
these obligations.

Another compliance-centric issue must be considered as well.
As noted below, Delaware law identifies two primary risks the
board and officers should be focused on - legal compliance and
operational viability/resilience. In short, legal compliance is one,
but only one, of the risks that privacy and cyber professionals
need to focus on under Delaware law - having a program that
makes the company operationally resilient is also important.

To illustrate this point, if you are a compliance professional

and focus exclusively on “being compliant” but do not consider
what mission-critical “red flags” may exist in your substantive
area, your program may be “compliant,” but it may not meet the
requirements of Delaware law.

The precise terms we use are important here. Different
stakeholders use different language; this is particularly true with
technical subject matter experts (SMEs). Privacy, cyber, and AL
are no exception. As these are board-level issues, privacy and
cyber professionals will need to learn the language of the board,
the SEC, and Delaware law, because gaps in language can lead
to gaps in communication and understanding. Two examples
illustrate the point.

“Materiality” under SEC standards is very different than a cyber
professional’s definition of a “material” issue, or even how the
Federal Trade Commission (FTC) would define “materiality.” So
when a privacy professional uses the word “material,” is that
under the FTC's deception authority, SEC requirements, or both?
And is it a mission-critical red flag?

Another example is the use of the term “governance.”
Governance under Delaware law, and what the SEC is
contemplating in the new Cyber Rule, is very different than what
a privacy or security professional typically means when they use

this term. While this may seem like a pedantic point to raise - it

is actually a substantive one. Both the SEC and Delaware law
expect governance to have certain components that the typical
privacy or security professional is likely not referencing may
not even be aware of. As the SEC Rule now has “governance”
disclosure requirements, and since Delaware law provides
substantive input on the topic, privacy and cyber professionals
must use governance in the same way. And not just to use the
right word, but to align how their program functions to these
requirements and essentially “nest” their governance structure
into corporate governance models, so that they do not cause a
material issue or red flag to not be addressed or escalated. In
short, language gaps can cause other gaps, and those gaps can
have consequences.

One final note related to what this white paper is, and is not,
saying. When we mention “substantive” requirements, or
“substantive control requirements,” that refers to the ever-
changing set of laws and enforcement that privacy and cyber
professionals deal with daily. Those laws and actions provide a
significant amount of the input for a program’s “controls” - what
it should do to be legally compliant. Those are, and will remain,
critical to address. In no way is this white paper saying that
the FTC, federal and state privacy laws, the Attorneys General,
or other key stakeholders in privacy or security are irrelevant.
They all are still very relevant, and fit into the orange “control”
box on page 13 under “data,”,“cyber,” or another subject area
as appropriate.

Instead, this white paper illustrates that if all a privacy
professional does is consider FTC opinions, or the latest state
law - the “control” box - they will miss the rest of the structure,
which is driven by non-privacy laws. Materiality requires us to
look at issues not just through our area of substantive expertise,
but to also consider other areas of law that impact the liability of
the company, its directors, and privacy and cyber professionals.
It also requires that we try and align our language to that of

a company'’s board and senior leadership, and we have to do
more than just focus on “compliance.” This white paper identifies
why we need to make these and other changes to what we
currently do. In other words, controls are part of a governance
program, but merely having controls is not governance, at least
under Delaware law, and likely also under the SEC's expectations
for governance disclosures.

And not making these changes and ignoring the requirements
of the SEC and Delaware corporate law can come at a
heavy price.
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Introduction

Privacy professionals have long touted the importance of their field,
claiming that it should be a matter of concern for boards of directors and
often citing potential FTC actions or the size of potential fines under the
General Data Protection Regulation (GDPR), which in the case of GDPR
overall have not materialized in the way they were predicted. Privacy is
an important issue on any number of fronts, including for companies,
and can be an issue for board oversight. The challenge with this
approach - apart from the lack of large GDPR fines - is that the issue is
viewed through the wrong lens. Laws outside privacy and data protection
help guide what is, and is not, a board-level issue.

This can be seen by considering the answers to a series of questions:

Do you think privacy or cyber is a board-level issue for your
company?

Do you think privacy or cyber is a material issue for your company?

Do you think privacy or cyber is a mission-critical issue for your
company?

Many privacy and cyber professionals would say yes to all of these
questions, without fully appreciating the implications of their answers
- namely the application of a disparate and complex set of legal and
business requirements that impact the ways in which privacy or cyber
professionals manage their responsibilities, as well as their personal
liability. These requirements also change how these professionals
should interact with their leadership, the language they should use to
communicate risk and value, as well as the volume of information the
professional escalates and expects other corporate leaders to assimilate
and understand. It also requires us to understand the “Internet” in
context, so that we can appropriately assess materiality from both a
guantitative and qualitative perspective, as well as resiliency.

In short, when your area of responsibility is material to a company
that has consequences, including that your personal liability has likely
increased, and that your job has changed.
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Who’s who

To level set, it is helpful to clarify how roles are defined for the board, senior leadership, and management (or SMEs). If we summarize the
roles of each, it is as follows:

THE BOARD ‘ SENIOR LEADERSHIP ‘ MANAGEMENT
* Fiduciaries who are not involved in * With management, manages and * Runs the operations of a business
operations operates the business, under the

i * Drives/implements the strategic
oversight of the Board.

* Express and implied duties of oversight objectives of business as well as
- ie, governance - on issues including * Provides leadership and vision regarding operational viability, legal compliance
the company’s operational viability, legal strategy and financial performance
compliance, and financial performance ) ) ) ) ) )
* Management of operations includes * Provides the information and input
* Inputon, and in some cases a broader operational viability, legal compliance where needed to enable the Board and
role in, business strategy and financial performance, which Senior Leadership to discharge their
includes defining including overall risk obligations/business roles

appetite and tolerance for the business
on these issues

* Inthe case of certain Senior Leaders,
fiduciary duties

Why do for-profit companies exist?

For-profit corporations do not exist to protect privacy - they exist
to return value to shareholders (ie, create profit). Businesses
generate profit by providing goods or services via the creation

of business processes that generate revenue over the cost

of providing the good or service. That provides an important
takeaway: business processes are critical to businesses, and a
business needs to take steps to protect those processes (ie, be
operationally resilient).

That is not to say companies only focus on profit in every decision,
but it is to say that when the conduct of the officers and directors
is measured and assessed, it is assessed by the shareholders
against this metric. Not surprisingly, the board of directors for

a public company is elected by the shareholders to protect the
interests of the shareholders.? And ultimately, that is returning
value to the shareholders.
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The problem with privacy

Brand.

Trust.

Digital risk.

These and other words are the terms you
hear when people talk about “privacy,” or
why companies should care about privacy.
The challenge with these terms is not
that they are not important, but rather
that their importance is not always putin
the right context so that companies can
actually understand and take appropriate
actions regarding data.

Privacy is a concept rooted in individual
rights, usually enforced by the data subject
or a regulator via some enforcement
action. As was discussed above, a
corporation’s primary purpose is to return
value to shareholders. To be clear, that is
not the only thing corporations do, but it is
the primary purpose, and certain issues are
core to that primary purpose.

And that is one of the problems with
privacy - by casting it in the terms above,
we have created the perception thatitis an
issue not related to the primary purpose
of a corporation, when in fact it is. The
other problem with privacy is that it is
underinclusive as a concept, which we will
explore first.

As discussed in greater detail below, data
is the propellant (fuel) for our current line
of communication. And not just personal
data. While most companies have personal
data in some form, and some have a lot

of it, not all important data is personal,
and personal data is not the only form

of data the fuels commerce. By focusing
on privacy, with its inherent focus on the

Values.

Ethics.

The “creepy” factor.

individual, we are missing the broader
point that data - including, but not limited
to data regarding an individual - fuels our
line of communication.

Turning to the perception issue, we must
first focus on the primary purpose of
corporations, and the core corporate
governance principles. If we reduce
corporate governance down to four
points, it is a focus on strategy, operational
resiliency, legal compliance, and financial
performance. It is not that other issues

do not matter to corporations, but the
important point is that other issues matter
the most when they impact those four
principles.

Take brand as an example. For some
companies, brand is a critical issue, and
for others (such as your local energy
utility) brand may not be as critical, which
illustrates the issue with using concepts
like brand - brand ultimately matters for
some companies and not others because
of how it interacts with the four corporate
governance principles. Where brand
impacts strategy, resiliency, and financial
performance, it matters. Where it does
not, it likely does not matter (or matter as
much) for the company.

While one can have a debate about the
importance and role of other concepts,
such as ethics and values, and their
independent value to companies in other
contexts, that is a debate we do not need
to have here. The reason is the importance

Notice and choice.

The right to be let alone.

Fundamental human right.

of data to fuel our global economy, which
means that how data is used, or not used,
impacts companies’ strategy, operational
resilience, legal compliance, and financial
performance. As illustrated by the brand
example above, we are better off skipping
the middle step of using terms like brand
or privacy, and instead focusing on the
impact on the four corporate governance
principles.

So where does that leave us? It leaves us
looking for a better concept to describe
how companies should think of their data
practices - particularly one that better
integrates all of the corporate governance
principles and that takes into account

the role of data in our current line of
communication. That concept is data
sustainability.

What do we mean by that? We mean that
data impacts all four principles, which is
the concept that is missing from the vast
majority of the discussions regarding
privacy. We all write articles about the
next new enforcement case, what the
next privacy law is, or should be, and all
of those things are important, but they
are only really important to the legal
compliance principle, and if one actually
looks at how data is used today, the
problem becomes clear. How companies
use data has strategic implications,
resiliency implications, and impact on
financial performance, in addition to legal
consequences.

[e)]
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To move more directly down this path,
compliance systems all operate from

a set of controls - sometimes that is

a framework like the Payment Card
Industry Data Security Standard (PCI DSS)
requirements, and sometimes that is a
law, a regulation, or even an enforcement
action that identifies allegedly improper
activities. There are consequences for
non-compliance with those controls -
usually monetary consequences, but as
will be shown below, that can just be the
beginning.

The concept of data sustainability is
focused more upon the other three
principles, particularly the operational
resiliency component of corporate
governance, again given the importance of
data in our economy. This hits another core
issue with how we describe data practices.

When a privacy professional says
something is “creepy,” what they are really
saying is while it might be legal, it may

not be perceived well by the data subject,
a regulator, a policy-maker, the media, or
other key stakeholders, and there may be
non-legal consequences to the company
or its executives (eg, a trip to Washington
for Congressional testimony, a front-page
story in the media, etc.), that in many cases
get the company to stop the practice in
question, even before the company is
legally compelled to do so. In other words,
these practices are not sustainable, and
therefore are not resilient. To return to the
brand example, a “creepy” data practice
that is not sustainable will impact a
brand-conscious company’s image, which
ultimately means that there is an impact,
at minimum, on operational resilience and
financial performance.

This becomes even clearer when one
thinks about how people talk about cyber.
Cyber focuses on protecting data and
systems from third parties. Sometimes
that is from data exfiltration, sometimes
that is from modification, and sometimes

that is from encryption/deletion. Security
professionals refer to this as the CIA triad,
“Confidentiality, Integrity, and Availability,”
and it is the last point that is important -
data can be unavailable due to third-party
activity, ransomware, or because the data
practice itself ultimately is not sustainable
and therefore is not an operationally
resilient practice.

To address what some lawyers may be
thinking - no we are not saying ignore the
legal consequences of processing personal
information - again, quite the opposite.
And one need only look at some of the
consequences from regulators to actually
understand that the “legal” risks in many
cases are actually operational resiliency
risks. Under Section 5 of the FTC Act, the
FTC does not have the ability to obtain
civil penalties, and its ability to use Section
13(b) has been curtailed. So, what are

the usual remedies for privacy violations?
A consent decree that has a number

of requirements that can include the
deletion of data, conduct restrictions, and
in some cases the deletion of algorithms
generated from illegally collected data -
algorithmic disgorgement. Turning to the
European Union (EU), the most critical
issue right now is data transfer, and while
fines are certainly possible under GDPR,
the main issue regulators are talking
about is suspension of data flow. All of
these consequences create more of an
operational resiliency issue than a legal
compliance issue.

Data sustainability is discussed in greater
detail below, but the important point is that
the concept is meant to be more inclusive
of issues beyond legal consequences for
the use of personal data, and also look at
the risks and benefits of the use of data.
To be clear, data sustainability includes
the concept of privacy and factors in its
importance, but it does not stop there. In
short, having a road with nothing moving
down it because there is no fuel is the
same as having no road at all.

Understanding SEC and
Delaware obligations

Publicly traded companies are subject to a
variety of obligations imposed by the SEC,
as well as Delaware law, if the company is
incorporated in Delaware, and many are -
over 60 percent of the Fortune 500 are in
fact incorporated in Delaware.

A key distinction to understand up

front is that with the exception of areas
such as Sarbanes-Oxley (SOX), SEC
requirements are not substantive control
requirements - they are instead disclosure
requirements, which in turn necessitate the
implementation of appropriate procedures.
The substantive law regarding duties to
the corporation are generally covered

in state law. To perhaps deal with SOX
up-front, so we can move past it, SOX was
passed in reaction to some high-profile
accounting scandals and mandated a
series of accounting controls and record
keeping around financial data. There

are certification requirements by certain
officers, internal controls requirements,
record keeping requirements, as well as
some IT requirements around certain
systems in a company. While the mandates
go beyond disclosure requirements,
ultimately these reforms were passed to
try to restore investor confidence in the
financial disclosures of public companies.
While relevant for public companies
generally, these requirements do not
impact the privacy or cyber professional.
The same cannot be said for other SEC
requirements, however.

SEC OBLIGATIONS SUMMARIZED

Focus is on disclosure to investors

The key takeaways here are: SEC
obligations apply only to publicly traded
companies in the US (with some limited
exceptions); and the focus is on disclosure
of information to the investing public, not
on the quality of controls in any particular
risk area.?
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The focus of the SEC requirements is
disclosure to the investing public, and
there are two acts that are relevant, as well
as the new Cyber Rule. The Securities Act
of 1933 imposes disclosure obligations
upon companies when they file their initial
registration forms to go public - /e, the
initial sale of securities. The Securities Act
of 1934 imposes disclosure obligations
upon companies on a periodic basis - and
includes, for domestic companies, the
10-K, 10-Q, and 8-K filings, and these are
disclosures that are required related to the
secondary market for securities, which is
why they are ongoing past the initial sale
of securities. It is important to keep that in
mind while examining these requirements,
because the purpose of both requirements
is to keep investors appropriately informed
at the initial sale of securities, and on an
ongoing basis, about certain information.

Both acts essentially prohibit false or

misleading statements about “material”
facts, and that includes risks the company
faces, as well as events that could impact

the company. It is important to note

that both affirmative misstatements are
prohibited, as well as the omission of facts,
if either are material.

On July 26, 2023, the SEC adopted the final
version of its much-anticipated enhanced
disclosure requirements regarding
cybersecurity risks and incidents for public
companies (the Cyber Rule). The Cyber Rule
adds additional disclosure obligations on
public companies, including:

* New disclosure requirements on Form
8-K for cybersecurity incidents within
four business days of determining that
a cybersecurity incident is material. The
Form 8-K must describe the material
aspects of the nature, scope, and timing of
the incident, as well as its material impact
(or reasonably likely material impact) on
the company. Public companies must
also file an amendment to the initial
8-K to provide any information that was
undetermined or unavailable at the time
of the initial 8-K filing.

* New cyber risk management disclosures
in Form 10-K, whereby companies must
describe 1) their processes for assessing,
identifying, and managing material
risks from cybersecurity threats, and 2)
whether any such risks have materially
affected or are reasonably likely to
materially affect the company.

* New cyber governance disclosure
requirements that require the company
to describe the board's oversight of
material risks from cybersecurity threats
and management’s role and expertise in
assessing and managing such risks.

In short, there are requirements to disclose
cyber risks, cyber incidents, and cyber
governance.

Another common SEC issue is insider
trading under Rule 10b-5. While companies
will implement controls to try and prevent
insider trading, the core issue is the

same - the public being at an information
disadvantage when they trade securities -
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at least as it relates to material, non-public
information.

Materiality

The SEC's disclosure-based regulatory
regime is centered around the idea that
if investors have timely, accurate, and
complete material information, they can
make informed investment decisions.
Materiality is a challenging concept, which
has been summarized as follows:

The omission or misstatement of an
item in a financial report is material if, in
the light of surrounding circumstances,
the magnitude of the item is such that
itis probable that the judgment of a
reasonable person relying upon the
report would have been changed or
influenced by the inclusion or correction
of the item.*

This formulation in the accounting
literature is in substance identical to

the formulation used by the courts in
interpreting the federal securities laws.
The Supreme Court has held that a fact is
material if there is “a substantial likelihood
that the...fact would have been viewed

by the reasonable investor as having
significantly altered the “total mix” of
information made available.”

In its adopting release of the Cyber

Rule, the SEC reiterated that materiality
determinations are to be based on both
quantitative and qualitative factors, and
clarified that qualitative factors include
those such as harm to a company’s
reputation, customer or vendor
relationships, or competitiveness, and

the possibility of litigation or regulatory
investigations or actions.® This complicates
the analysis. In some ways, the qualitative
analysis may be similar to an examination
of resiliency risks under Delaware law (see
below), but it will depend in some ways on
how the SEC interprets and enforces this
portion of the Cyber Rule.

Under the governing principles, an
assessment of materiality requires that
one views the facts in the context of the
“surrounding circumstances,” as the
accounting literature puts it, or the “total
mix" of information, in the words of the
Supreme Court.’

To help ensure accurate and complete
information required to be disclosed in
reports filed with the SEC, pursuant to
Exchange Act Rules 13a-15, companies
must maintain disclosure controls and
procedures, and management must
evaluate their effectiveness.? “Disclosure
controls and procedures” (or “DCPs")
are defined as controls and procedures
that are designed to ensure information
required to be disclosed is recorded,
processed, summarized, and reported
within the time periods specified in the
Commission’s rules and forms.?

In summary, the SEC requirements prohibit
false or misleading statements regarding
material facts, and those statements can
relate to the disclosure of the company's
risk posture, as well as events that impact
the company. They do not, however,
impose substantive control obligations in
the context that we are examining the SEC
requirements. That instead falls to other
regulators, such as the FTC, as well as other
laws at the federal and state level which
impose substantive requirements that a
company must meet to be “compliant” with
privacy and security laws. In other words, a
company could have poor privacy or cyber
risk controls, and as long as those were
adequately disclosed, it might not violate
the disclosure provisions of the federal
securities laws, though that approach
obviously would not work with the FTC
given its substantive focus.

One important thing to note is that the new
Cyber Rule also requires an examination

of both quantitative and qualitative issues
for disclosure purposes, which complicates
the analysis. In some ways, the qualitative

analysis may be similar to an examination
of resiliency risks under Delaware law, but
it will depend in some ways on how the
SEC interprets and enforces this portion of
the Rule.

So how does this impact a privacy or
cyber risk professional?

The risk professional must be able to not
just create a program that is substantively
“compliant,” but also assess, and escalate,
both material risks the company faces,

as well as material events because the
company needs to have appropriate
information gathering, escalation and DCPs
to ensure that the public disclosures are
not false or misleading. Specifically, one of
the provisions of the federal securities laws
requires publicly traded companies to have
DCPs designed to ensure that information
that is required to be disclosed to investors
is recorded, processed, summarized and
reported timely."" As referenced above,

the SEC expects that a company’s DCPs
will cover a broader range of conduct than
SOX-related controls, such as non-financial
risks related to the company’s business.
Indeed, as SEC Chair Gary Gensler stated
in the press release accompanying the
final version of the much-anticipated
enhanced disclosure requirements the
Final Rules, “whether a company loses a
factory in a fire - or millions of files in a
cybersecurity incident - it may be material
to investors.” And a company'’s principal
executive and financial officers must
certify whether the company’s DCPs are
effective.’? Ultimately, many of these issues
relate to information sharing - sharing
within the company, as well as sharing

with key stakeholders externally. Sharing
externally will help companies understand
context for qualitative risks, including risks
that may relate to national security issues
around cyber.

In short, where issues are material to a
company, the risk professional’s job now
includes assessment of risk under federal
securities laws, as well as the creation
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of systems for information gathering,
escalation and input into the disclosure
control process. None of this has anything
to do with the substantive or other
control requirements of the California
Consumer Privacy Act (CCPA), GDPR, the
NIST framework, or any other privacy or
cyber-centric set of control requirements
- it has everything to do with the SEC
requirements, and as noted above, the
quality of controls isn't the focus in these
areas - the appropriate disclosure of risk
posture and events is the focus.

While the lack of substantive control
requirements under the SEC Rule might
provide some comfort (recognizing

that this does not absolve the company
of existing substantive compliance
obligations), the application of state law
complicates that answer even more,
particularly around governance.

DELAWARE LAW SUMMARIZED

Why does Delaware law matter?

There is some irony in the application

of Delaware law to privacy, and while

it is likely not intuitive for most privacy
professionals, it should be.” If we examine
Article 3 of GDPR, GDPR will apply to
processing of data by a controller or
processor in the context of the activities
of an establishment in the EU, regardless
of whether the processing takes place in
the Union or not. GDPR can also apply,

at least in certain circumstances, where
there is no establishment in the EU, but
the data subject resides in the EU. In short,
residency matters.

Data protection laws at the state level
follow a similar pattern. Using California
law as an example, the data breach law
applies to breaches involving the data of

a California resident under Cal. Civ. Code
Section 1798.82(a), and that answer is true
on a state-by-state basis across the US

for data breach laws. Similarly, we see the
same concept in the new state privacy laws,

like CCPA - the individuals that have rights
under CCPA are “consumers,” defined as “a
natural person who is a California resident...
"4 and this tracks through other state
privacy laws. In short, residency matters.

Corporations are formed under state law
in the US, and that is, no matter what, a
place where the corporation “resides,” and
is always subject to jurisdiction. In GDPR
parlance, it is where the corporation is
“established.” Welcome to the internal
affairs doctrine, and it provides that
ultimately one state law is the only one
that matters for the internal affairs of

a corporation.

The internal affairs doctrine

Delaware law, as well as holdings by the
Supreme Court, make clear the importance
of state law regarding how the relationships
and duties of shareholders, the company,
directors, and officers, are defined:

The internal affairs doctrine is a conflict
of laws principle which recognizes

that only one State should have the
authority to regulate a corporation’s
internal affairs - matters peculiar to
the relationships among or between
the corporation and its current officers,
directors, and shareholders - because
otherwise a corporation could be faced
with conflicting demands.*

The Supreme Court has also been explicit
about the role of state law and the reliance
of investors on it, even over federal law,
absent specific circumstances:

Corporations are creatures of state

law, and investors commit their

funds to corporate directors on the
understanding that, except where
federal law expressly requires certain
responsibilities of directors with respect
to stockholders, state law will govern the
internal affairs of the corporation.’®

In short, it is important to understand the
scope of Delaware law (or other applicable
state laws depending upon the state of
incorporation) because those laws are
without question applicable to the directors
and officers, and in fact define the duties
they owe to the company. Said differently,
if governance is defined by one body of
law, it is defined by state corporate law. As
a result, for a privacy or cyber professional,
it is critical to understand at some level the
structure and requirements of Delaware law,
at least if you believe that privacy, cyber, and
Al are “mission-critical” for your company.

Operations versus oversight

Under Delaware law, companies “shall

be managed by or under the direction

of a board of directors...””” Most boards
delegate the management of the
corporation to a management team, and
instead the board assumes an oversight
role - the “under the direction of the board
of directors” prong. This is an important
distinction and illustrates the difference
between operating a company, and
overseeing a company, and most Boards of
public companies are in an oversight role,
with certain limited exceptions.

The two main duties

It is important to note the two fiduciary
duties under Delaware law - the duty of
care and the duty of loyalty - and that both
are applicable to officers and directors."®
The duty of loyalty includes good faith,
which is central to oversight claims

under Caremark, which has always been
applicable to directors and was recently
extended to officers.

Corporate principles

Before we examine the duties of care and
loyalty, it is important to note that there are
multiple issues that directors and officers
should consider in discharging their duties.
It is beyond question that directors and
officers must consider business strategy
issues when discharging their duties.” In

10
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addition, as illustrated in Marchand, the
duty of oversight includes more than just
legal compliance:

Under Caremark and this Court's opinion
in Stone v. Ritter, directors have a duty “to
exercise oversight” and to monitor the
corporation’s operational viability, legal
compliance, and financial performance.

That leads us to the use of the graphic
below (fig. 1) and illustrates the point the
operational resilience and legal compliance
are both risks that must be considered by
officers and directors, and as Marchand
illustrates, resiliency and legal compliance
are not the same risk.?°

Most privacy professionals are in legal or
compliance organization in companies,
and compliance is their focus. However, as
shown above, compliance is only one of
the risks that Delaware law looks at when
assessing oversight. Privacy professionals
often try to broaden compliance to discuss
terms like “brand” or trust. These terms
have limited meaning in this context, but,
as discussed below, they are proxies for
resiliency issues, and part of operating

a key risk area like privacy is that privacy
professionals will have to address resiliency
risk in addition to compliance risk and learn
and use the language of Delaware law and
the board on these points.

Fig. 1.

Business
strategy

|

The duty of care

The duty of care, at its core, requires
informed, deliberative decision-making
based upon all material reasonably
available. Boards can, in good faith, rely
upon information they are provided by
management, as well as third-party experts
in certain cases.?’ The duty has been
summarized as follows:

Duty of care: In managing and
overseeing a corporation’s business
and affairs, directors must both make
decisions and rely on subordinates.
The duty of care requires directors to
make informed business decisions but
recognizes that directors must make
decisions constantly and cannot spend
forever on each one. Thus, directors are
not required to review all information

in making their decisions - only the
information that is material to the
decision before them. Nevertheless, in
evaluating information provided to them
by management, directors are expected
to review the information critically and
not accept it blindly.?

Where there is no breach of the duty of
loyalty, the applicable standard for the duty
of care is gross negligence.? This includes
claims predicated upon the assertion

that the directors did not review sufficient
information before making a decision.?

Operational Legal

compliance

resiliency

Officers owe a duty of care to the company
also, subject to the same standards.
Ultimately, these issues will be examined
through the business judgment rule.?®

The key takeaway here for privacy
professionals - one thing that is discussed
at times is whether boards should review
a significant amount of regulation/
information about privacy, cyber, or other
similar topics. That is not what Delaware
law really contemplates, as shown above,
and it is the privacy professional's job

to help the board understand what is,
and is not, material to their oversight
responsibilities or to a particular decision.
Whatever that is, it is not thousands of
pages of regulation.

The duty of loyalty
There are several components to the duty
of loyalty, summarized as follows:

Broadly stated, the duty of loyalty
requires directors to act in good faith

to advance the best interests of the
corporation and, similarly, to refrain from
conduct that injures the corporation.?

Of particular note is the duty of
loyalty includes the duty of oversight
under Caremark.

Financial
performance

1
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Caremark
There are two prongs to potential Caremark
liability. Directors or officers cannot:

* consciously fail to implement a board-
level system to monitor reasonably
company compliance with applicable
law and related company protocols (an
“Information-Systems” Claim) or

* having implemented such a system,
consciously ignore red flags signaling
material company noncompliance
with such law and protocols (a “Red
Flags” Claim).

A recent case involving an ice cream
manufacturer illustrates the first prong

of the Caremark test for “mission critical”
risks. In Marchand v. Barnhill (Blue Bell),
the plaintiff alleged that the board failed
to have systems in place for monitoring or
reporting on food safety - a mission critical
issue for a food company.?’

Although Caremark may not require as
much as some commentators wish, it does
require that a board make a good faith
effort to put in place a reasonable system
of monitoring and reporting about the
corporation’s central compliance risks. In
Blue Bell's case, food safety was essential
and mission critical. The complaint pled
facts supporting a fair inference that

no board-level system of monitoring or
reporting on food safety existed.?®

Caremark and officer liability

In a recent case, the Court of Chancery
held that officers also have oversight duties
under Caremark.

The foregoing authorities all indicate
that officers owe oversight duties. A
contrary holding would create a gap in
the ability of directors to hold officers
accountable. Reasonable minds can
disagree about whether, as a matter of
policy, stockholders should be able to
sue to hold an officer accountable for a

failure to exercise oversight. But wherever
one might stand on that issue, it is hard

to argue that a board of directors should
not be able to hold an officer accountable
for a failure of oversight. As the preceding
discussion shows, an indispensable part
of an officer’s job is to gather information
and provide timely reports to the board
about the officer’s area of responsibility.
Pause for a moment and envision an
officer telling a board that the officer

did not have any obligation to gather
information and provide timely reports
to the board. The directors would quickly
disabuse the officer of that notion,

and an officer who did not get with the
program would not hold that position
for long.

Another critical part of an officer’s job

is to identify red flags, report upward,
and address them if they fall within the
officer’s area of responsibility. Once
again, pause and envision an officer
telling the board that their job did not
include any obligation to report on
red flags or to address them. A similar
learning opportunity would result.
(Emphasis added).®

KEY TAKEAWAYS REGARDING SEC AND
DELAWARE LAW

The SEC requirements in this context focus
almost exclusively on disclosure of material
facts regarding risks and events, but do not
contain substantive requirements as state
law does. However, adequately disclosing
risks and events requires that companies
have appropriate information systems in
material areas, as well as escalation policies
to ensure that the disclosure process
works appropriately.

Delaware law imposes general substantive
requirements upon fiduciaries - they

owe duties of care and loyalty. Directors
may be found liable under Caremark if
they consciously fail to implement certain
information systems, or consciously ignore

red flags. In the case of officers, they are
obligated to identify, escalate, and address,
red flags if they fall within the officer's area
of responsibility.

Al risk and value

The “risks” of Al extend well beyond
compliance to those enterprise risks

that Al presents due to its ability to
disintermediate or disrupt existing
business models. If we pause and think
about what has happened since we
decided to connect to the Internet, the
issues become clearer. The first wave

of the Internet really caused massive
disintermediation of companies based
upon other companies using the advances
in infrastructure to displace existing
businesses, and we are now moving to a
different phase in which advancements in
computational methods will likely cause
massive disintermediation as well. As noted
in a post from 2012 entitled “Information
Superiority - The CEO's Path to Improved
Decision-Making” discussing the hot topic
of the time, "Big Data":

Big Data Is Not the Answer -
Information Superiority Provides a
Solution for Your Company.

Discussions about Big Data are the
rage these days, but Big Data is not
the solution for executives, and at
some level is part of the core problem
for companies. Definitions of Big Data
abound, but they all at some level
focus on the volume and velocity of
information, and how the information
can help define business goals.

Big data is a popular term used to
describe the exponential growth,
availability and use of information, both
structured and unstructured. Much
has been written on the big data trend
and how it can serve as the basis for
innovation, differentiation and growth.
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According to IDC, it is imperative that

organizations and IT leaders focus on
the ever-increasing volume, variety
and velocity of information that forms
big data.

The ever-increasing volume and velocity
of data is an issue that in context

must be addressed, but this definition
illustrates that Big Data is not the answer
for the broader concern of executive
decision-making. Indeed, the lessons of
9/11 illustrate that the problem wasn't
having too little information, or having
information drive decisions, but rather
that there was a lack of leadership

and clarity of goals that precluded

the relevant people from efficiently
identifying, drawing, gathering, and
sharing the relevant information so
that the information could be used in a
superior way.

This is the same issue the private sector
faces. Similar short-comings have

caused some traditional businesses to
fail because threats to business models
were not perceived-think of big box
video rental stores and the impact that
online content distribution has had on
this industry. Moreover, if you look again
at the materials on executive decision-
making discussed above, as well as the
9/11 Commission Report, the issue is
apparent. Whether it is expressed as
“exchanging information,” learning “best
practices and techniques for gathering
data and making critical decisions with
limited time and resources,” identifying
a "quarterback” to set goals and have
accountability for the team, being “able
to draw relevant intelligence from
anywhere,” or learning “what ingredients
are necessary to make a good decision,”
the issue for the public and private
sector is the same - making behavioral
and organizational changes that facilitate
the goals of the organization to efficiently
get the right information, to the right
people, at the right time.*°

The main risk, and value, of Al is the same
- the ability to disintermediate existing
business models. Some companies will win,
and some will lose, in this environment, but
these risks are truly enterprise-level risks,
and the value is also at the enterprise-level.

If we return to the corporate principles

- business strategy, operational
resiliency, legal compliance, and financial
performance - how to frame the risk and
value issues become clear. The discussion
around who will “own” compliance fits

in the legal compliance box, which is an
important issue, but that is one of four
issues to consider. Just as the use of
advances in infrastructure in the early
2000's presented significant enterprise
opportunities and risks, so too does Al
And those issues all go to the other three
principles: business strategy, operational
resilience, and financial performance.

In short, some companies will become
Blockbuster due to Al - those issues don't
arise from compliance issues - they arise
from all of the other issues listed above. In
short, while we could frame these issues
in terms of fiduciary duties, which are not
unimportant, the issues go to the survival
of businesses in many cases.

Just as Al risk is not synonymous with
compliance risk, Al risk is also broader
than data risk. Al is a disjunctive set of
technologies spanning more than 60
years, linked more by the “what” (ability,
complexity, autonomy, adaptability) than
the "how” (any particular technology) -
which helps explain why WIPO and others
have observed that there “is no universal
definition of artificial intelligence.” Perhaps
as a result, many privacy and cyber
professionals revert to a view of Al as
processing data, when in fact Al's impacts
on financial, strategic, resiliency, and

legal issues turn only in part on data and
its governance.
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All of which raises the core question - who
should “govern” that? When framed in this
way, the answer is clear. While framed in
terms of information sharing in the context
of Big Data, the answer remains the same:

A Non-Delegable Duty.

There has been discussion in the
Information Age about who should help
facilitate the use of information. Some
believe that it is the CIO's responsibility,
while others talk about creating a new
role, such as a Chief Digital Officer. The
reality is this is a duty that must fall to
the CEO, as the “quarterback” of the
company. This is not to say that other
executives - indeed all other executives
- are not critical to the success of
Information Superiority in your
organization, but the tone from the top
must be set by the CEO so that the goals
of the organization drive information
gathering and sharing, not the other way
around. This will help your harness the
power of information in a way that will
help drive your company’s goals in an
efficient way that promotes joint action
among the key executives. Using other
methods may drive some value, but

Fig. 2.

Strategy,
including risk
tolerance and

Direction

appetite

they will not efficiently deliver the value
that Information Superiority can. For
today’s CEO, anything less can lead to a
waste of resources and future business
opportunities.

There are any number of ways Al can be
used by companies. The questions to ask
aren't "Are you using AI?” but "Are you
using it in a way that is strategic and drives
financial performance, while protecting
your business from resiliency issues - not
at the program level, but at the enterprise-
level?” Compliance is also of course a
concern, but it is by no means the only
concern, and not the one that is most likely
to put your company out of business.

Governance

Implicit within Delaware law, and now
explicit in the SEC Cyber Rule, is the
concept of adequate governance. It is not
what the FTC just said on a particular topic,
what the NIST framework provides, or a set
of controls in any particular subject area
regarding privacy or cyber. Governance of
a corporation is purely a matter of internal
affairs, and while individual programs

may be managed or “governed,” that is

not governance under Delaware law. And

The process

now that the SEC has added a specific
disclosure requirement regarding cyber
governance, it is all the more important to
have a consistent definition and approach.

The graphic below (fig. 2) captures what
governance is, including escalation,

as represented by the blue dashed

line, coming from “measurement and
reporting,” which is essentially the
information systems/information gathering
capability of a company. It should be noted
that governance obviously includes both
oversight and operations concepts.

To help further differentiate these points,
the direction that is set is a broad vision for
a company. The strategy layer takes that
direction and begins to tie it to actions.

As an example, a company might have

as its corporate direction to grow market
share. Its strategy to accomplish that goal
might be to acquire a number of different
companies. If it desired to govern its
growth process, it would then implement
oversight, tie its operations to its direction
and strategy, and measure and report on
its progress towards its direction. Some
companies differentiate direction and
strategy by calling them corporate strategy

Program

—) Oversight

—

creation, control
creation and

Measurement
and reporting

implementation
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Fig. 3.
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versus business strategy, but the terms used are less
important than the difference between the two - one is
a broad vision, and the other takes that broad vision and
begins to tie it to specific actions.

Turning to data risk, what many companies refer to as
“privacy risk,” we can look at the governance process a
little more specifically. For many companies, strategy
around data includes defining a risk appetite and risk
tolerance, because many decisions about data use

are driven by them. From an operations perspective,
program and control creation and implementation are
the critical points. As illustrated by the blue box below
(fig. 3), the operations component can be “"keyed” to any
particular control framework, depending on what the
company'’s direction and strategy are, and what laws or
controls it wants to comply with.

Having defined the first two boxes, we move to the rest
of the process. It is perhaps easier to place this part

of the process in a wheel, to illustrate the process that
occurs (fig. 4).

The components of the wheel are largely self-
explanatory. This process allows companies to have a
structure to implement their direction and strategy in a
governed way.

The process

Corporate
Governance, SEC
requirements,
ESG, FCPA,

Cyber, others

Program
X creation, control Measurement
Oversight e . .
creation and and reporting

implementation

Fig. 4.
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and align
Review and BIA and risk
update assessment
X Controls,
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procedures
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Differing governance
obligations

While the board and certain senior officers
have company-wide remits, not all officers
do, and in fact most privacy or cyber
professionals would not have company-
wide remits:

Although the duty of oversight applies
equally to officers, its context-driven
application will differ. Some officers, like
the CEO, have a company-wide remit.
Other officers have particular areas of
responsibility, and the officer’s duty to
make a good faith effort to establish an
information system only applies within
that area. An officer’s duty to address
and report upward about red flags also
generally applies within the officer’s
area, although a particularly egregious
red flag might require an officer to say
something even if it fell outside the
officer’'s domain. As with the director’s
duty of oversight, establishing a breach
of the officer’s duty of oversight requires
pleading and later proving disloyal
conduct that takes the form of bad faith.

Most notably, directors are charged

with plenary authority over the business
and affairs of the corporation. See 8

Del. C. § 141(a). That means that “the
buck stops with the Board.” In re Del
Monte Foods Co. Sholders Litig., 25 A.3d
813, 835 (Del. Ch. 2011). It also means
that the board has oversight duties
regarding the corporation as a whole.
Although the CEO and Chief Compliance
Officer likely will have company-wide
oversight portfolios, other officers
generally have a more constrained area
of authority. With a constrained area

of responsibility comes a constrained
version of the duty that supports an
Information-Systems Claim.

For similar reasons, officers generally
only will be responsible for addressing or
reporting red flags within their areas of
responsibility, although one can imagine

possible exceptions. If a red flag is
sufficiently prominent, for example, then
any officer might have a duty to report
upward about it. An officer who receives
credible information indicating that the
corporation is violating the law cannot
turn a blind eye and dismiss the issue as
“not in my area.”!

This, in essence, illustrates the concept of
"nested governance,” and the difference
between program governance and
corporate governance within nested
governance. However, given the importance
of consistency in escalation and disclosure,
it is important for companies to try and
have similar processes in each subject area.
Nested governance is discussed below.

CORPORATE GOVERNANCE

To create a corporate governance
framework, we can simply take the

four principles of risk and value for
corporations, noted above, and combine
them with the five steps of the governance
process as represented below (fig. 5), with
the black lines representing a process
pushing down, and the green dashed line
representing reporting up to oversight.

Business Operational
strategy resiliency
L 'Y
L V]
Fig. 5.

Corporate
Governance

This defines corporate governance on an
enterprise basis.

In most companies, oversight is provided
by the board, and the company is operated
by the senior leadership team (SLT) and
management, which means that the SLT
and management are responsible for much
of the activity in corporate governance,
though the board plays an important role
as it oversees corporate governance.

The impact of SEC and other corporate
legal issues is worth emphasizing here.
While legal compliance is one of the four
points, it is only one of the four points. Said
differently, a legally compliant corporation
with no business strategy, operational
resiliency, or financial performance
wouldn't seem to be a company one would
want to be a shareholder in.

While this framework works for the
directors and officers with company-wide
responsibility, it does not address how
officers would handle governance in a
narrower area, recognizing however that
they do have responsibilities to escalate red
flags outside of their particular subject area.

Legal
compliance
4 AJ
<+

Financial
performance

y

Direction

Strategy

P Oversight

Controls

Measurement

and reporting
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NESTED GOVERNANCE

Corporate governance sits above program
governance, and when implemented

in a “nested” way, program governance
inherently aligns with, and is informed by,
corporate governance. The concept of
nested governance, then recognizes the

fact that to actually achieve appropriate
governance of the relevant subject areas,
itis helpful to apply the same processes
and standards of corporate governance
in the individual subject areas that are
material or mission-critical for a company.
Indeed, the program governance layer

should be informed, as relevant, by the
company's business strategy, operational
resilience, legal compliance, and financial
performance.

Nested governance would look like this
(fig. 6):

Business Operational Corporate Governance Legal Financial
strategy resiliency principles compliance performance
N Corporate P
4 Governance N
Fig. 6. Direction
Corporate Governance Strategy
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In short, what this creates is an integrated
system of governance that is consistent with
Delaware law and facilitates the escalation
of red flags. Where these stacks will differ
the most is around the control area -
technology risk controls are different than
data risk controls, thout question. However,
by using the same processes and criteria to
govern the effectiveness of those different
controls, as well as the escalation of red
flags, you make everyone’s job easier, and
make it easier for the C-suite and the board,
who have enterprise-wide responsibility, to
understand and act upon these issues.

Looking closely at the structures

above, some broader issues become

clear when one thinks through the
implications. First, it is obvious that
direction, strategy, oversight, controls, and
measurement and reporting are distinct
functions with different owners. At the
corporate governance level, the board
engages in oversight, not day-to-day
operations. Day-to-day operations such

as the implementation of controls and
measurement and reporting are the job of
the SLT and management, as appropriate.

While that seems like an unremarkable
statement, that delineation is not always
recognized. That is not to say that a board
should not have appropriate policies and
procedures, but it is to say that the board
should in general be making day-to-day
operational decisions for the company.

Second, and this issue highlights another
common misunderstanding, issues that
are programmatic or control-based
particularly are not directly corporate
governance issues, and instead fall under
the legal compliance principle. In other
words, all for-profit corporations have

to deal with those four principles, but
not every for-profit corporation has to
deal with the same programmatic or
control-based issues.

Looking at the SEC requirements for
public companies as a particular example,
even if those requirements sound in
governance, they are not truly corporate
governance. While that certainly might
make some lawyers perk up, one need
only ask a question to illustrate the point:
should non-publicly traded companies
operate according to the four corporate
governance principles? Given that those
four principles implement the singular
purpose of a corporation - providing
benefit to its shareholders - the answer

is clear: yes, non-publicly traded
companies should operate consistent
with those principles, even though the
SEC requirements for public companies
would be inapplicable. The point is that

1) corporate governance obligations

exist independent of SEC public company
requirements, not because of them, and 2)
those requirements would have to fold into
the four principles, not exist independent
of them. In other words, public companies
do not have a fifth corporate governance
principle; instead, as shown in the nested
governance model, SEC requirements
would be governed by the broader
corporate governance of the company.

This is not a point we raise to debate the
role of SEC regulation - it is to make a
broader point we will return to: things

that are not one of the four corporate
governance principles (strategy, operational
resiliency, legal compliance, and financial
performance) matter most for a corporation
when they impact one of the four corporate
governance principles. That is not to say
that corporations will not do things that do
not directly impact those four principles, but
it is to say that corporations are not likely

to spend significant resources on initiatives
that do not advance the corporation’s
position relative to these four principles, and
that if a corporation does not do things to
positively enhance its position on these four
principles, it could find itself out of business.

To illustrate again using our brand
example, brand is not a corporate
governance principle, and for companies
that need to be conscious of their brand,
we do not add a fifth principle. Like

SEC requirements for publicly traded
companies, brand may be highly relevant
for some, and largely irrelevant for others.
A good example is utilities: most electric
utilities have a monopoly on a particular
service area. While they do not want to
damage their brand, if they can avoid it, it
is not the same level of issue for a utility
as itis for a company where brand is more
critical - a hotel or resort chain as an
example. Brand matters a lot where there
are alternatives, or what the company is
selling is really its brand but matters less
when there are not easy alternatives for
the consumer to move to.

That is the broader point. Brand matters
to those companies not because of

the brand itself - it is because a brand

hit will cause an impact on the four
corporate governance principles, financial
performance being the main one,

though others may be implicated as well,
including strategy.

One final point which is clear from this
example: “privacy” and security are not
corporate governance principles and

do not have the same importance for
companies unless they implicate the

four corporate governance principles.
That is not to say “privacy” and security
do not implicate corporate governance
principles, or do not matter for the vast
majority of companies, but it is to say that
how those issues have traditionally been
presented to boards and senior leaders
is not the optimal way because the focus
at times with privacy and security is not
on corporate governance principles, but
rather on privacy and security, or concepts
such as brand.
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Data sustainability

Circling back to where we began on data
sustainability, we will now try to define the
concept in more detail, which ultimately is
based upon creating governance structures
that actually account for the view of the
many interdependent stakeholders that can
impact a company’s data practices.

Putting together our discussion of the
four corporate governance principles (of
which legal compliance is but one), our
current line of communication (which is
propelled by data), and the components
of governance (which are not just limited
to the creation of controls), it becomes
clear that a broader concept than privacy
is needed - one that recognizes that
data creates both value and risk, and the
resiliency component that is associated
with data in our hybrid world. And in order
to truly govern the resiliency issues, we
must use governance concepts, which
include creating a direction, a strategy,
oversight, controls and measurement,
and reporting (fig. 7).

Fig. 7.
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Here, we examine the risk, or
sustainability, side.

If we are going to address an issue that

is as important and complex as how we
make the propellant for the current engine
available in a way that does not result in
the engine being shut down - for example
algorithmic disgorgement or blocking of
data transfer, we must begin to think of
these issues in a different way, and a way
that isn't rooted purely in statutory review
or legal compliance - our current regime
for assessing privacy.

This signals a shift from looking at the issue
purely as a privacy issue, even under the
more European regime of fundamental
human rights, because, as we see from
Schrems I, core to the enforcement of
human rights in Europe is the ability to
have legal redress - the perceived absence
of which causes the EU to have concerns
about data transfer to the US. Instead, it
requires that we think about data in terms
of risk and make risk decisions where we

Risk - data
sustainability

Resilient data

strategies

reduce the times that we make uninformed
risk decisions, particularly on material risks.

Having factored in corporate governance
concerns, including business strategy

and operational viability, not just legal
compliance or even financial performance
(as viewed through brand impact), we also
must factor in continuity and resiliency
concepts because if we accept data is

the propellant for our Hybrid World we
must view data through a continuity

lens, as well as a resiliency lens, in order

to appropriately consider data practices
under corporate governance concepts. We
must also consider ESG and ERM concerns
for similar reasons. Given the borderless
world, our solution must factor in not just
different legal regimes, but also differing
cultural norms regarding data use where
those are not necessarily contained in laws
or regulations. In short, a rote examination
of current laws and enforcement will not
necessarily provide a full accounting of
future risk, which creates the potential

for legal issues to become operational
viability issues.

Many of these points are clear for cyber

- the reason a business wants to have
resilience around cyber isn't to avoid legal
consequences - it is instead to make sure
the business is operationally viable. What
we need to realize is, as stated before,
having a road with nothing moving down
it because there is no fuel is the same as
having no road at all.

What does that really mean? It means that
while we need to continue to focus on
current legal compliance regimes for the
purposes of legal compliance, determining
whether your data practices are actually
sustainable requires more than that. At
some level it involves trying to predict
where the regulators are going, but it is
broader than that.
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Fig. 8.
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It means that in order to actually make
informed risk decisions regarding data,
consideration should be given to thinking
about different voices as you consider your
data practices (fig. 8).

One voice is the voice of the individual
when there may be data subjects in many
parts of the world - currently privacy
professionals will use terms like “creepy”
for data practices that may be legal but
which would not be perceived well by the
data subject in different cultures. What we
are truly saying there is that the adverse
processing impact of such a practice is

so high that it is in fact not a sustainable
practice. That could be because the data
subject might stop giving your company
data, an advocate might discover the
practice and bring it to light, or because a
regulator might find it to be “unfair,” which
leads us to our next voices - that of the
advocate, the media, the policy-maker, the
courts, and the regulator.

There are countless examples of advocates
focusing attention on company’s data

practices, which, in turn, results in data
risk. The best example currently is Max
Schrems who has brought attention to
surveillance issues, and that attention

has led to the invalidation of two different
treaties between the EU and the US, and
threatens to cut off data transfer between
the EU and the US. Simply put, the voice
of the privacy advocate can directly impact
a company's ability to process data - ie,
have sustainable data practices, and merely
looking at the law as it stands, without
factoring in the voice of the advocates
creates data sustainability risk.

The voice of the media is another
consideration - again not because of
legal implications, but because of data
sustainability concerns. The age-old
question for companies in privacy - “Would
we want to see this on the front page

of the Wall Street Journal?" - is one that
certainly in the end can resultin legal
consequences. But most reporters do
not limit themselves to writing about data
practices that are illegal. As a result, the
core issue isn't whether the data practice

in question is legal - it is whether the data
practice in question can withstand public
scrutiny - in other words whether it is
sustainable.

The voice of the policymaker is another
example. There are innumerable examples
of CEOs being called to testify regarding
data practices, as well as cyber incidents,
and those requests are not in any way
limited by Congress asserting there is a
violation of data protection laws, so an
exclusive focus on what is “legal” may not
hear the voice of the policymaker.

The voice of the courts is also relevant.
Particularly in the US, and increasingly in
Europe, private litigation is used to seek
redress for privacy violations. The long-
running challenges for privacy plaintiffs in
the US around Article III standing in the
United States are well-documented and
were part of the issues litigated in Schrems
II. While this is a voice that is relevant, it
again is not the only voice that is relevant,
particularly given the standing challenges
that plaintiffs face.

Finally, we turn to the voice of the
regulator. While there certainly are
aspects of managing the voice of the
regulator that are strictly based upon
statutory interpretation, or review of prior
enforcement, you will not truly hear the
voice of the regulator, particularly in the
Us, if that is all you do. UDAP authority is
inherently flexible, and focused on harm to
the consumer, balanced against consumer
benefit, or benefit to competition, and
ironically at some level these are core
business issues and balancing of harm
versus benefit.

If the goal is to build a program based
upon compliance concerns, that certainly
can be done via controls including people,
process, and technology. However, as
anyone who has built a privacy compliance
program knows, the laws change
frequently, and in many cases you are
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constantly chasing new standards. In
short, a compliance focus, at best, leads to
compliance, but it does not lead to more
than that, and it will not in most cases
hear all of the voices noted above. The way
to hear those voices in a more fulsome
way is to create a governance structure
that is geared to all of these different
stakeholders so that you can create
sustainable data practices.

Building a sustainable program starts with
an understanding of the key business
processes that utilize data to assess

their importance to the company, with

the added benefit that this process can
also be used to unlock additional value
from data. It also involves the setting of
risk tolerance and risk appetite around
data practices, so that the program that

is created stays within those parameters.
While legal compliance certainly is relevant
to these points, these issues in many ways
are more business focused and a broader
team than just lawyers or compliance
professionals can add valuable input.
Ultimately, governing these issues and
building sustainable data practices gives a
company the best chance of hearing all of
the relevant voices, rather than just hearing
the legal or compliance-focused ones.

THE MATERIALITY FALLACY - AN OVER-
EMPHASIS ON LEGAL RISK

Privacy and security professionals are not
alone in wanting others to understand and
appreciate the importance of what we do.
In many cases, privacy, or at least data risk,
is a material issue for companies, but not
always. Even where privacy issues aren't
material, that doesn't mean companies
won't address and fund privacy initiatives,
and part of that is having the right
infrastructure to assess the risks, even if
the risks aren't always board-level issues.

There are any number of issues and
business processes that aren't material
or board-level that are well-funded

by companies because the company such as “brand” and “trust” are resiliency

doesn't want to deal with the loss of a impacts and frequently justify spend on

business process, or litigation, even if it privacy, but if they aren't put in the context

isn't material. So what does this mean? It of what the board and senior leaders

means that privacy professionals need to understand, the reason for the request

be clear about the “why” here - a Fortune may not be fully understood. The point

500 company having to settle a case for here is that putting “privacy” into context

a significant amount of money is still that the board and senior leaders are used

something the company will not want to to will help in getting funding and people

do. Losing a business process that may not  to actually understand the risks that privacy

be “material,” but is still important, is also creates.*

something a company will want to avoid,

but the cost-benefit analysis has to be Whether it is due to the SEC's qualitative

based upon the actual risk versus the cost, risk disclosures, or to assess resiliency risk,

and that cost isn't always a fine - it can be context matters. In order to understand

the breakage of a business process. the risks in context, and that requires us
to re-examine how we think of traditional

In other words, the emphasis has always roles in companies, what “privacy” and

been skewed to the legal compliance risk “cyber” risk really are, as well as what we

in privacy - remember the 4 percent fines actually did when we started using the

- which is why GDPR was always used as Internet, and we will examine that now.

an example of a reason to invest in privacy.

Resiliency - and we would include issues
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Who should govern AI?

Many companies are struggling with how
to define and where to place Al governance
within organizations due to the recent
global attention on Al and race toward
adoption, and again it is helpful to place
the use of Al into context of our use of the
“Internet.” As discussed further below, we
currently use a line of communication that
is hybrid - both virtual and physical - that
we have become extremely dependent
upon for things other than using what

we think of as the traditional Internet.

The issues presented by our use of the
Internet can be put into three categories -
infrastructure; data; and value extraction/
creation, the latter of which are presented
by the application of Al and other advanced
computational methods (fig. 9).

Fig. 9.
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This illustrates an obvious point - different
professionals have different skillsets in
different areas and those who are experts
in protecting the infrastructure - “security”
- are distinct from those who specialize

in the computational methods used in Al,
just as both are distinct from those who
specialize in data.

In certain organizations, information
security and privacy compliance functions
have asserted interest in “governing” Al,
and in others, those who focus on issues
such as data science have asserted interest
in governing Al For privacy professionals,
this is due to their historic role in
managing data risk. Security/technology
risk functions have done the same, given
their understanding of security of systems
and data, technical capabilities, software
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realize value
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design lifecycles, and broader features of
the Al engine. Those with a data science
background have asserted governance
primacy because their expertise is focused
on the computational methods used by
Al, alongside an understanding of the
limitations and risks of those methods and
their outputs.

While all of these voices are important,

Al both potentiates and changes existing
issues in security and data, and also
presents unique issues that do not fit within
existing compliance functions. The graphic
below presents a summary of these issues
and illustrates their complexity and that
the issues around advanced computational
methods and output that are distinct from
what security and privacy professionals do,
or are generally qualified to do.

Value extraction/
creation

The engine

AI/ML and other
computational

methods
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TECHNOLOGY

(INFRASTRUCTURE)

COMPUTATIONAL

METHODS

OUTPUT

* Confidentiality * Access * Bias/Fairness
* Integrity * Rights/Ownership * Accountability
* Availability ¢ Resiliency of data flows * Transparency
(including transfers issues) o
* Use of Al to defend the * Reliability
network from existing and * Privacy
) ) + Safety
new attacks, including )
* Data quality
Al-enabled attacks * Honesty

* Bias/Fairness

* Purpose

» Usefulness

* Explainable and Interpretable ¢

* Existing processing
restrictions, including
automated processing

restrictions

Simply put, in most organizations privacy
and security are managed by different
professionals with different skillsets. The
CISO and CPO are different roles for a
reason just as the issues and skillsets
around the use of advanced computational
methods and output are distinct.

An extended discussion of those issues
is beyond the scope of this section, but
it is important to note that these are all
really independent compliance domains
with different experts having different
skills to address the issues. Ultimately,
when we look at Al governance from a
programmatic perspective, it means that
multiple subject matter experts (SMEs)
must be at the table if we are to actually
manage these programmatic risks.

Recent guidance and practice have shown
this. Al systems are rapidly being adopted,
they are extremely complex, and the impact

of the Al systems is far different, though
related, to the impact of information
security and privacy. As noted by NIST,

"Al system scale and complexity (many
systems contain billions or even trillions
of decision points)” are such that “existing
frameworks and guidance” on security
and privacy “are unable to ... confront the
challenging risks related to generative AL"
which can impact the “sustainability of the
organizational as a whole” (NIST 2023).

NIST has promulgated the first major US
framework for Al risk management, which
is separate from the existing frameworks
for cybersecurity and privacy, and the Al
framework was “directed by the National
Artificial Intelligence Initiative Act of 2020
(P.L. 116-283)" in order to “help manage the
many risks of Al and promote trustworthy
and responsible development and use

of Al systems.”** It is telling that, without
reference to (or likely consideration

* Illegal/inappropriate uses

* UDAP (including
misrepresentations about
using Al)

e Discrimination
» Credit decisions (FCRA)

» Improper discrimination
against employees (FEHA)

Bias/Fairness

* Ownership

» Contractual liability

* Competition/Antitrust
* Resiliency of process

* Others

of) Delaware law, NIST anchors Al risk
management squarely to governance and
situates it at the apex of the organization
as addressing existential enterprise risk:

Governance and Oversight tasks are
assumed by Al actors with management,
fiduciary, and legal authority and
responsibility for the organization

in which an Al system is designed,
developed, and/or deployed. Key AI
actors responsible for Al governance
include organizational management,
senior leadership, and the Board

of Directors.*

NIST bases this on the scale of the
endeavor and the potential impact to the
organization: “These actors are parties
that are concerned with the impact and
sustainability of the organization as

a whole.”®
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In other words, NIST has defined Al risk

as one of operational resiliency,*” which
for certain companies, depending on

the use case, can be a mission-critical

risk. NIST also anchors Al oversight to

the other corporate principles outlined
above: legal compliance, business strategy,
and financial performance. Indeed, the
first role of Governance characterized

by NIST (1.1 under Govern) is ensuring
“[legal and regulatory requirements
involving Al are understood, managed,
and documented.” NIST further guides
organizations to address Al as a matter of
business strategy and performance, tying it
to “the organization's mission and relevant
goals for Al technology,” the “business
value or context of business use,” and
“[o]rganizational risk tolerances.”

Under NIST, Al governance is a
precondition to operationalizing other Al-
related functions within the organization:
“Assuming a governance structure is in
place, functions may be performed in any
order across the Al lifecycle as deemed to
add value by a user of the framework.”*®
NIST situates compliance and ethics/policy
functions as subcomponents of the larger
Al governance model. Ethical norms are
inputs balanced among “technical, societal,
legal, and ethical standards or norms.” And
compliance is characterized, appropriately
given Delaware law, as an aspect of
governance rather than governance itself:
"Aspects of GOVERN, especially those
related to compliance or evaluation, should
be integrated into each of the other
functions.”?

NIST identifies significant upskilling
required for privacy and security
professionals to contribute to Al
management within their domains,

and the opposite is also true - existing
professionals that address computational
methods and outputs must also gain skills
to understand the risks around security

and data given the rise of Al Referencing
its own prior security and privacy risk
frameworks, NIST states:

there are significant differences

between these frameworks based on
the domain addressed - and because

Al risk management calls for addressing
many other types of risks - frameworks
like those mentioned above may inform
security and privacy considerations...[but
do] not comprehensively address many
Al system risks.“

Current frameworks further cannot
“comprehensively address security
concerns related to evasion, model
extraction, membership inference,
availability, or other machine learning
attacks; account for the complex attack
surface of Al systems or other security
abuses enabled by Al systems; and
consider risks associated with third-party
Al technologies, transfer learning, and
offlabel use[.]"'

While security and privacy functions

are plainly significant contributors to Al
risk management, just as privacy is to
information security and information
security is to privacy, they do not address
the risks around computational methods
and output and cannot therefore subsume
Al risk management any more than privacy
subsumes information security. NIST lists
11 characteristics of trustworthy Al two of
which are “secure” and “privacy-enabled,”
but this doesn't mean that experts in
computational processes or output are
now suddenly security or privacy experts,
any more than privacy and security experts
are experts in the design and deployment
of Al models. Indeed, NIST notes that
within Al systems, these characteristics

are often in tension with one another and
require careful tuning and balancing at

all stages of design and deployment to
ensure the overall trustworthiness of the

system. For instance, “in certain scenarios
tradeoffs may emerge between optimizing
for interpretability and achieving privacy.

In other cases, organizations might face

a tradeoff between predictive accuracy

and interpretability. Or, under certain
conditions such as data sparsity, privacy-
enhancing techniques can result in a loss in
accuracy, affecting decisions about fairness
and other values in certain domains."*?

These are not one-time tradeoffs that can
be set by an executive team prospectively
as a matter of business strategy. Rather
they are contextual and case-dependent,
meaning daily operators tasked with
owning and managing Al must make
these adjudications:

Dealing with tradeoffs requires taking
into account the decision-making
context. These analyses can highlight
the existence and extent of tradeoffs
between different measures, but they
do not answer questions about how to
navigate the tradeoff. Those depend
on the values at play in the relevant
context and should be resolved in a
manner that is both transparent and
appropriately justifiable.*?

As such, NIST demonstrates that no one
domain, existing or new, can “own” Al,
because responsible Al governance and
oversight requires a cross-functional view
that can neutrally adjudicate between
these perspectives for the overall resilience
of the organization: “Highly secure but
unfair systems, accurate but opagque and
uninterpretable systems, and inaccurate
but secure, privacy-enhanced, and
transparent systems are all undesirable.”*
Accordingly:

A comprehensive approach to risk
management calls for balancing
tradeoffs among the trustworthiness
characteristics. It is the joint
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responsibility of all Al actors to
determine whether Al technology is an
appropriate or necessary tool for a given
context or purpose, and how to use it
responsibly. The decision to commission
or deploy an Al system should be

based on a contextual assessment of
trustworthiness characteristics and

the relative risks, impacts, costs, and
benefits, and informed by a broad set
of interested parties.*

Because the “Al lifecycle consists of many
interdependent activities involving a
diverse set of actors,” where those “in
charge of one part of the process often
do not have full visibility or control over
other parts,"® this requires a top-down,
Al-specific governing body. Al governance
and oversight at the operational level
thus requires a body that can balance
“the relationships and tradeoffs among
trustworthiness characteristics, socio-
technical approaches, and Al risks,”
establish “policies, processes, practices,
and procedures for improving
organizational accountability efforts
related to Al system risks,” and administer
the “explicit processes for making go/
no-go system commissioning and
deployment decisions.”’

Fig. 10.

For now, in many organizations, this means
the creation of a dedicated Al function,
whether a cross-functional committee or
stand-alone unit reporting up to senior
management, with the expertise across
the computational methods, output,
technology and data domains to balance
risks, impacts, costs, and benefits to the
organization, and with stakeholder input
from business, technology, security,
privacy, and other functions. At the top of
this process, and reflected in the expected
output of this decision-making, is an Al
function that ensures each Al use case
deployed by companies is “well-aligned
with their goals, considers legal/
regulatory requirements and best
practices, and reflects risk management
priorities,”® as well as the value and
disruption side of the equation, which is

a distinct risk issue that is more related to
traditional business-principles.

Al governance

Returning to the nested governance
model, program governance of Al, like
any other subject area, should have
appropriate professionals involved, but
the program has to be subordinate to the
enterprise-level corporate governance
program, with parallel and co-equal
status to other top-line governance

Programmatic

Ad hoc compliance

Governance

compliance

Risk

verticals, particularly where the risks and
opportunities are this important.

Companies that realize this and align their
oversight and operations to this reality

will perform better than those that don't
as we enter another period of business
model disintermediation. Ultimately
though, the risk of disintermediation

isn't a program-level issue - it is an
enterprise issue around strategy, financial
performance and resiliency which isn't tied
to a compliance framework like the NIST
standards, which can mitigate risk but not
set risk tolerance or business strategy nor
derive positive value. (NIST itself makes
this point). Instead, it comes down to how
well a company runs its business and
anticipates and in fact gets ahead of its
competition and moves past programmatic
compliance and governance and into
Information Superiority (fig. 10).

Said differently, Blockbuster didn't have

a "cyber” problem (the name we give to
the risks around the technology that is
the infrastructure for the Internet) - it
had a business model problem that was
created by the technology. Managing

and overseeing those risks requires

very different skillsets, which are rapidly
becoming important for many companies.

Information
superiority

Value
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Putting technology, data,
and AI risk in context

To put technology, data, and Al risk in
context requires us to return to where
we started - the reason that companies
exist. Companies exist to return value to
shareholders. They do that by creating
business processes that allow them to
provide goods and services in a way
that (hopefully) generates more revenue
than the cost of providing the goods and
services. That is critical to understanding

the context of technology, data, and Al risk.

There has been much discussion about
the impact of new technologies such as
virtual reality (VR) and how they will change
our society. The reality is that society has
already changed, most of us just don't
fully appreciate it. We are already living

in a hybrid world where the “real” world
and the “cyber” world are inextricably
linked and impact each other. For those
old enough to remember the time before
the Internet, think about how differently
you retained and searched for information
before Google, how many “friends” you
had that you and never actually metin
person, how many times you bought

an item from a store without a physical
presence, or better yet, how many items

Fig. 11.

The road
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the Internet) -

Connectivity

you bought that weren't actually physical
items, versus virtual goods such as NFTs.
No, we don't all walk around with VR/AR
headsets on, at least not yet, but we do live
in an augmented reality nonetheless, using
a screen and a keyboard on our phones,
which are really portable computers with
computing power that is millions of times
larger than the guidance computer for
Apollo 11. The only real difference is the
interface we use (VR headset versus device
screen) - but that is an interface issue only.

And by that, we mean this - whether
everyone runs out tomorrow and buys

a mansion in the Metaverse or not, we
already live in a hybrid world with “real”
and “virtual” hopelessly enmeshed. How
much time we spend in each, and what
mechanism we use to interact our hybrid
world, matters not at all.

At this point, you may wonder why this
followed a section about corporate
governance, and what this has to do

with companies and how they govern
themselves. The answer is everything.

The reason we have entered this hybrid
world is that our predominant line of
communication is, for the first time, virtual,
and many things in the “physical” world

The platform

[«]

Software and
hardware

Propellant/fuel

Data and energy

now depend on the virtual world. One

of many such examples is a connected
medical device - is that a physical device

or a “virtual” device? The answer is, it is a
hybrid device. Given the dependence upon
the "Internet” by businesses now, most
business processes are at minimum hybrid,
if not fully virtual.

What do we mean by a line of
communication? To understand that,

you have to put into context the history
of how society moves things over great
expanses. Society has always looked for
ways to connect itself, which required

the creation of technology to do it, and
understanding the core components

to that process is important because
there are certain consistencies in these
methods of connecting - namely there is a
medium that is used to connect (a “road”),
a “platform” that travels along the road, an
“engine” that propels that platform, and
“propellant” or fuel to move the platform.
Over time, our ability to connect in a more
efficient way has only increased, and not
surprisingly the state - in many cases the
military - created this technology.

The components of our current line of
communication are below (fig. 11):

The engine

AI/ML and other
computational

methods
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Fig. 12.

If one looks at the history in context (fig.
12), roads were used for centuries, with
various carts serving as the platform,
pack animals provided the engine, and
food for the animals fueled the engines.
Society eventually began using the ocean
when ships were created that could travel
long distances, and sails were the engine
(before the creation of other engines

for ships), and wind was the propellant.
Eventually the skies became the “road,”
when the plane became a way to connect
quickly after the advent of the jet engine,
which ran on oil.

Fig. 13.
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Now, we connect in cyberspace via a web
of networks that are linked via our current
road, the telecommunications backbone,
with myriad platforms, and the engines
being computing power, including AI/ML,
which is propelled by information. And as
with many of these prior roads, this one was
funded by the military - in this case, what
is now known as the Defense Advanced
Research Projects Agency, or DARPA. There
are no natural or man-made borders, in
most cases, with our current road, and the
size of the engine keeps growing. And, as
always, as the engine grows, so too does the
need for the propellant - in this case data.

Data is where the
value resides, but it
must be processed to

realize value

v
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A point is worth noting on the fuel/
propellant point: while energy is needed to
make the computers turn on, computers
are equally dependent on data to propel
the computing process. And to be clear,
not just personal data. Data of all types
fuels, or propels, computing power in our
current line of communication.

If we combine the road and the platform
- which are both infrastructure issues,
we have a category of technology risk.
We then have data risk, as well as Al risk
accounted for as well (fig. 13).

Value extraction/
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One can look at all of the examples

above of how the creation of technology
enhanced the connectivity of our world,
and a key point becomes clear—these
lines of communication can be used to do
four things that are generally helpful for
societies, but they also can be used to do
four things that are detrimental to society
(fig. 14).

* Diplomacy v. war

* Information sharing v. propaganda
* Commerce v. crime/piracy

* Social connection v. espionage

Our core challenges in “privacy” and cyber
result from our inability to see two things.
First, from a “privacy” perspective, much

of our society depends upon a DARPA-
created line of communication that is
propelled by, and inherently dependent
upon, an ever-increasing amount of

data. Second, from a cyber and national
security perspective, our current line of
communication is a borderless global road

Fig. 14.
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that permits these four sets of activities to
occur, with few checkpoints along the way
to regulate conduct.

Talking to the board about
privacy-and-eyber floods
Lawyers love writing about talking to the
board about privacy and cyber, but we
are going to broaden that discussion and
instead address how to talk to your board
about risk - not just about root causes.

Starting from our corporate governance
principles, we can illustrate how a
corporation operates. The corporation
creates business operations to operate
itself consistent with its direction and
strategy. Those operations are made up
of sub-component business processes
and other activities. These could include

a payroll system, an accounts receivable
system, a business process that facilities the
manufacture of advanced semiconductors,
or the software development process.

Commerce
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Which illustrates the point - companies
operate through business processes, and
the disruption or interruption of them is
what creates risk for companies. To be
clear here, when we talk about disruption
and interruption, we are including
alteration of the process as well (including
potential theft of data). The point here is
that those risks are the same independent
of the root cause.

What do we mean by a root cause? The
root cause is the reason that a business
process has been interrupted or disrupted.
For example, if a company has a business
process that is dependent upon a data
center, there is of course risk that the data
center gets shut down due to ransomware,
but there are other risks as well. What if
the data center goes down due to a flood
or other natural disaster? Isn't that the
same risk, even though the root cause is
different? The answer is clearly yes.
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Fig. 15.

Without question, how different root
causes are governed differs, and there will
be different controls (though some will

be the same - eg, off-site backups) put in
place to deal with ransomware versus flood
risk, which helps us illustrate this using our
prior definition of governance (fig. 15).

As previously noted, boards are fiduciaries
that are generally not involved in the day-
to-day operations of the company, while
the SLT and management operate the
company. Looking at this graphic in that
light begins to help us define the problem
with some of the thinking about how to
talk to boards about privacy, cyber, and Al
[t is not that we think that the most senior
leaders in a company should be unaware
of the control posture on critical issues,
but at times there is almost an exclusive
focus on the root causes - “talking to the
board about privacy” - and the resulting
control portion of the governance of the
root cause.

Operations and

Risk to the
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Disruptions of
operations
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processes

We see this in any number of areas, not the
least of which is defining escalation criteria
for boards. Is “ransomware” an issue that
should be escalated - maybe - but doesn't
it really depend less on the root cause of

a problem and more on the risk - namely
the interruption of the business process?
Said differently, wouldn't you escalate the
issue of the loss of a critical data center to
your board if it went down due to a flood,
not just ransomware? And shouldn't we be
at least considering how we deal with other
root causes that aren't privacy, cyber, or Al
to try and align how the company manages
risk across different domains?

Changing our thinking here also begins to
address the technical gap that can exist at
times between the subject matter experts
who operate the company, and the board
(assuming there aren't privacy or cyber
SMEs on the board). While the technical
portions of privacy, cyber, and Al are very
important - they are controls on the root
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Al natural
disasters, etc.

Governance

Direction

L

Strategy

L
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L

Controls

+

Measurement
and reporting

People, process,
and technology

cause - as illustrated above, they are part
of the solution, but not the only part of
the solution.

In sum, privacy, cyber, and Al are critical
issues not because they are a particular
type of root cause, but instead because of
the criticality of connectivity and data to
our current line of communication. In other
words, a disruption to the road or the fuel
or the engine may need to be escalated
no matter the root cause, but not because
of it. So instead of exclusively focusing on
talking to the board about privacy, cyber,
and Al, we need to consider talking to

the board about data, technology, and
connectivity, the risks that result from the
interruption of critical business processes
that are dependent upon them, and then
putting the root causes that cause the
interruption in the right context.
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Fig. 16.
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To take the final step, and to illustrate
where some companies struggle with
these risks, we return to the 4 corporate
principles, and note again the statement
in Marchand regarding the distinction
between legal compliance and operational
resiliency (fig. 16).

EXAMPLES OF RESILIENCY AND LEGAL
COMPLIANCE IMPACTS

It is also perhaps helpful to provide
additional context on these risks with
examples of issues that they present. To
illustrate the point, the examples below are
based upon data risk.

Examples of operational resilience risk
impacts include:

* Business interruption to company & its
customers
* Slowed or total inability to send or
receive goods or services (eg, from
manufacturing or payroll vendors)
or provide goods or services (ie, to
customers)

* Loss of access to critical internal systems

* Productivity loss resulting from
inability to access vendor systems
and services

Operational

resiliency

Legal
compliance

Slowed communications (eg, related
to email and other communications or
infrastructure vendors)

Customer invoked restrictions on
processing data (eg, client requests
all its data be deleted, or access to
systems be turned off)

Deletion or loss of learnings/
algorithms and data

Impact on M&A activity
Brand/reputational harm and other
PR-related issues

Distraction from the company's core
purpose, including significant impact
on senior executive's time

Limitation of strategic initiatives due
to conduct restrictions or data and
algorithm restrictions

* Financial impact

Customer churn/loss of revenue
Reduction in shareholder value
(erosion of stock price and/or
dividends)

* Increased costs

Examples of legal compliance risk

impacts include:

* Breach of customer contract or

indemnity claims

Failure to meet SLAs
Inability to comply with incident
notification timing or content

Financial
performance

requirements in customer contracts

* Failure to adequately protect customer
data shared with third parties

* Penalties

e Increased customer demands for
controls leading to higher costs

* Regulatory, investigations and/or
enforcement for mishandling incidents
* Fines, injunctions, consent orders
* Regulator mandated restrictions on
processing data (eg, regulator limits
permitted data uses)

 Blocking of transfers, deletion of
algorithms and learnings, as well
as data

* Increased compliance requirements
that drive up costs

» Class-action, or other litigation resulting
from failure to adequately protect
information

There are other issues to consider that
are part of a broader information sharing
strategy that is both internal and external,
and includes private/private and public/
private sharing. This is particularly true
where the threat actors create national
security risk through their activities.
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CREATING TECHNOLOGY, DATA, AND AI RISK
GOVERNANCE

To begin to visualize how to govern (which includes both
oversight and operations concepts) technology, data, and Al
risk, one need only combine the last two graphics (fig. 17).

REDEFINING REQUESTS

Taking the SEC and Delaware requirements, as well as

the discussion above about how to redefine risks, we can
begin to change the dialogue, including around resource
implications. To use GDPR as an example, some used the
specter of fines as a way to try and get companies to do
Records of Processing Activities, or Data Privacy Impact
Assessments. The reality is those fines haven't materialized
in a material way, and we suspect some non-privacy
professionals at companies are skeptical about those fines
being the basis of future funding requests. But we can
redefine that conversation in a way that might help explain
the risk and the reason for funding. ROPAs and DPIAs, apart
from being required under GDPR in certain circumstances,
also help companies define their data environment, what
data they have, and what the risks are of processing the
data. All of those things can help a privacy professional
build information-systems to help determine what material/
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!
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mission-critical data risks companies have,
which are of course part of what one must
do under applicable SEC and Delaware
requirements. It also makes the company
more compliant, and that of course helps
from a legal compliance, but also from an
operational resilience perspective.

That isn't to say they necessarily need to
be done on every system, and that there
aren't other ways to map data flows, but
the conversation is a different one when it
is explicitly tied to SEC and Delaware law,
including resiliency. While some privacy
professionals do this, most, both inside
companies and at firms, tend to frame
the reason to do ROPAs and DPIAs in the
context of fines for non-compliance, and
not the way we have framed it above.

Are we saying that companies shouldn't
comply with GDPR? Of course not. What
we are saying is that many of the things
that drive legal compliance with privacy
laws also help privacy professionals meet
other obligations that exist that are not
privacy or cyber-specific, as well as make
the company more resilient around its
data flows. Framing the issues that way
can only help drive awareness and funding
in companies. The same is true in the
cyber domain, and not just in privacy - the
reasons to spend money on cyber aren’t
always compliance issues, and cyber has
to be viewed in the same way by officers in
charge of it, the enterprise-level executives,
and the board.

And there is another consideration as well

beyond budgeting or information systems

- itis the existing team. The existing team
will have to gain skills and knowledge
around these issues, which are beyond
their substantive expertise. Understanding
what the escalation obligations are,

their priority, and thinking about and
communicating the context for issues
when they occur will also be important.
There will be other changes as well that will
likely have to occur to the existing team
and resource allocation, and one way to
help address that is training and education
outside the compliance professional's
“substantive” area around the issues and
obligations identified in this white paper.
Building systems that facilitate information
sharing within the company, as well as
with key external stakeholders also can

be helpful.
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Conclusions and takeaways

To summarize the key points:

* One key element of meeting obligations under SEC and Delaware law is having
sufficient information reporting systems; without these, escalation and disclosure, as
well as resolving risks, can be difficult.

* SEC obligations focus on external disclosures, while Delaware law imposes broader
obligations, including on officers.

* Under Delaware law, officers have a duty of oversight, including a duty to escalate red
flags, as well as to address red flags that are within their purview.

 Particularly where boards are in an oversight role and relying upon officers, company
records, and relevant third parties, they should not be expected to do deep dives into
the particular compliance requirements of any one area. Instead they should focus on
material or mission-critical issues with the appropriate context.

* SMEs should provide the board complete information in context, which includes not just
facts and gaps in compliance, but also context around the type of risk (resiliency or legal
compliance), and the level of risk.

 Information sharing is important and that should occur both internally and externally,
as relevant.

* SMEs should try and help boards understand that context by mapping concepts like
“brand” or “trust” to resiliency, or legal compliance, as appropriate.

* Resiliency risk, as illustrated by Marchand, can be an overlooked risk, and operational
control and oversight of this risk may not be well defined.

» The CISO role is more accurately described as the Chief Technology Risk Officer.
* The CPO role is more accurately described as the Chief Data Risk Officer.

Ultimately, the more we use data, Al, and other technology, the more important the issues
become and the more that senior leaders and the board will be involved. That means that
the profession must evolve to meet that reality, as well as the reality that the adoption of
Al will drive more scrutiny and emphasis on data practices.
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