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Principle: Examine Power

The Library of Missing Datasets by Mimi Onuoha, 2016. 

Data Problem: Unequal Power



“Silences enter the process of historical production 
at four crucial moments: the moment of fact creation 
(the making of sources); the moment of fact 
assembly (the making of archives); the moment of 
fact retrieval (the making of narratives); and the 
moment of retrospective significance (the making of 
history) in the final instance.”

Michel-Rolph Trouillot, Silencing the Past
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What is collected from 

the Islamic world? 

Data Problem: Missing Data

Generated images of “Islamic art,” from “Colonial 
Legacies of AI Datasets,” Rida Qadri, Fuchsia Hart, Huma 
Gupta, Katrina Sluis, and Lauren Klein (2023) Data Problem: Unequal Power



Biased training dataBiased Training Data in Large Language Models

Data Problem: Unequal Power



Feminicides in Mexico by María Salguero, 2016-present

#NiUnaMenos
Intervention: Challenge Power with Counterdata



Data Problem: Unequal Power

Above: Dr. Vukosi Marivate on “A New Agenda for 
African Languages x AI” and his company, 
Masakhane NLP. 

Top right: Karen Hao on attempts to create a Māori 
language model.

Bottom right: The Indigenous Protocol and 
Artificial Intelligence Working Group. Intervention: Challenge Power with Counterdata



We center the voices of those who are directly impacted by the outcomes of the 
design process. – Design Justice Network

Feminist design Feminist design

Participatory processes for data science & AI
Feminist design prioritizes the participation of people who 

have been most marginalized by the system

Intervention: Involve Communities in Project Design



AI co-design for maternal healthcare

1. Should we build anything? 
○ Co-design workshops

2. What should we build?
○ Co-design workshops

3. How can we bake your language 
and context into ML models? 
○ Participatory data annotation essions 

with workshops to debrief
4. How are the tools working for 

your group?
○ 3 moth pilots with surveys and 

workshops to debrief
5. How can we continue to support you?

○ WhatsApp groups and annual events
Intervention: Involve Communities in Project Design



AI co-design with 12 groups

1. Should we build anything? 
○ Co-design workshops

2. What should we build?
○ Co-design workshops

3. How can we bake your language 
and context into ML models? 
○ Participatory data annotation sessions 

with workshops to debrief
4. How are the tools working for 

your group?
○ 3 month pilots with surveys and 

workshops to debrief
5. How can we continue to support you?

○ WhatsApp groups and annual events
Intervention: Involve Communities in Project Design



How to dismantle binary structures of power in two 
basic steps: 

Step 1:
Topple the 
hierarchy

Step 2:
Smash the 

binary

Intervention: Resist AI Hype



AI systems have an aura of objectivity

“The Transformer Architecture,” from Attention 
Is All You Need (Vaswani et al. 2017)

“Modern AI chatbots are not magical artifacts without 
precedent in human history. They are not producing 
something out of nothing. They do not reveal insights into 
the laws that govern human consciousness and our 
physical universe. They are industrial-scale knowledge 
sausages.” 

– Theodore Kim,  in The Los Angeles Times

“When we peel back the black box metaphor, we see how 
it is mobilized to release developers from accountability: 
if the model is a black box, how can they be responsible 
for what happens inside it?” 

– Nia Judelson and Maggie Dryden, in Critical AI 

Intervention: Resist AI Hype



Is AI inevitable?



“It is not inevitable that AI will lead to great public 
benefits. The outcomes that many of us hope for, or 
anticipate, are not inherent features of the 
technology itself.”

–Dr. Alondra Nelson



“These benefits will not emerge only from the 
invisible hand of market dynamics. They must be 
cultivated in partnership with civil society and with 
our democratic institutions. And most critically, AI in 
the public interest demands the meaningful 
involvement of the very people whose lives could be 
transformed by these technologies.”



Doing AI Differently ● Informed and intentional
training data creation
examine power

● Models created and kept in 
communities
challenge power

● Participatory processes, 
nonextractive relationships
embrace pluralism

● AI Humility over AI Hype
rethink binaries

● All with the humanities as
our guide…



Thanks & be in touch!
Lauren Klein
lklein.com
dhlab.quantitative.emory.edu
@laurenfklein
laurenfklein / EmoryDHLab
@lauren_f_klein

Download Data Feminism infographics in 5 languages at: 
datafeminism.io
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